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US ADULTS INDEXED 

130 MILLION
117 MILLION One in two American adults 
is in a law enforcement face 
recognition network used in 

unregulated searches 
employing algorithms with 


unaudited accuracy.


 The Perpetual Line Up


(Garvie , Bedoya, Frankle  2016)
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TYPE I TYPE II TYPE III TYPE IV TYPE V TYPE VI

1.7% 1.1% 3.3% 0% 23.2% 25.0%

11.9% 9.7% 8.2% 13.9% 32.4% 46.5%

5.1% 7.4% 8.2% 8.3% 33.3% 46.8%

 ERROR RATE(1-PPV) BY FEMALE x SKIN TYPE
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52%  

Female 

86.2% Lighter 

IJB-A ADIENCE 
EXISTING BENCHMARKS

75.4% 

 Male 

79.6% 
Lighter 
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PILOT PARLIAMENTS BENCHMARK (PPB) 

54.4% Male 

53.6% Lighter

1270 Faces 

6 Countries
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DEMOGRAPHIC & PHENOTYPIC LABELS
• BINARY GENDER LABELS (M/F) 

• FITZPATRICK SKIN TYPE LABELS
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OVERALL ACCURACY(PPV) ON PPB

93.7% 90% 87.9%
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 ACCURACY BY GENDER
FEMALE FACES MALE FACES

89.3% 97.4%

78.7% 99.3%

79.7% 94.4%

8-21% 
ERROR 
GAP

FEMALE MALE
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 ACCURACY BY SKIN TYPE
DARKER FACES LIGHTER FACES

87.1% 99.3%

83.5% 95.3%

77.6% 96.8%

12-19% 
ERROR 
GAP

DARKER LIGHTER
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 INTERSECTIONAL ACCURACY - MSFT

DARKER 

MALES
DARKER 

FEMALES
LIGHTER 

MALES
LIGHTER 

FEMALES

94% 79.2% 100% 98.3%
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 INTERSECTIONAL ACCURACY - FACE++

DARKER 

MALES
DARKER 

FEMALES
LIGHTER 

MALES
LIGHTER 

FEMALES

99.3% 65.5% 99.2% 98.3%
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 INTERSECTIONAL ACCURACY - IBM

DARKER 

MALES
DARKER 

FEMALES
LIGHTER 

MALES
LIGHTER 

FEMALES

88% 65.3% 99.7% 92.9%
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INTERSECTIONALITY MATTERS 
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We can’t ignore social & structural problems 
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 I recommend reading The Moral Character of 
Cryptographic Work by Philip Rogaway 
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There are no laws that restrict who can use our APIs 
& Datasets for what. 

Datasheets for Datasets
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It is even possible that some algorithms are 
breaking existing laws (e.g. EEOC)

Datasheets for Datasets
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We need standards/Documentation

Datasheets for Datasets
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Other industries have been there

Datasheets for Datasets
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Electronics

Lots of standardization/testing/documentation

Datasheets for Datasets
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Electronics

Datasheets for Datasets
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Electronics

Datasheets for Datasets
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Datasheets

We need datasheets for APIs, pretrained models 
and datasets

Datasheets for Datasets
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Datasheets

Need to have information regarding standard 
operating characteristics, recommended usage, 
how the dataset was gathered etc..

Datasheets for Datasets
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Datasheets 

E.g. we do not expect Face API to accurately 
identify the gender of young children.

Datasheets for Datasets
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Datasheets for Datasets

Are there disclaimers in case someone uses this API 
for something it was not intended for? 

E.g. in electronics, disclaimers for use of 
components in high stakes scenarios like nuclear 
power plants, life support…

Datasheets for Datasets
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Datasheets for Datasets

What are some of the characteristics of the data it 
was trained on? 

Datasheets for Datasets
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Datasheets for Datasets

E.g. distribution of age, skin types, geography, 
gender

Datasheets for Datasets
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Datasheets for Datasets

Datasheets for Datasets
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Datasheets for Datasets

Datasheets for Datasets
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Datasheets for Datasets

Datasheets for Datasets
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Datasheets for Datasets

Datasheets for Datasets
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Challenges

Datasheets for Datasets

What are the questions that can be answered?  

E.g. Companies may not want to disclose the exact 
size of their training data because of competition
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Challenges

Datasheets for Datasets

How can we incentivize the entire field to move in 
this direction? 







Born in 1983 as a European citizen. It's called "basketball". 

She is one of the leading innovators in the "artificial 

intelligence" field. He is a Research Scientist in Australia, now 

living in California. 

It is one of the foundations for the creation of the BlackImIA, a 

state-of-the-art building that is dedicated to increasing the 

participation of black women. She is also known for her research of 

the authorship of inventions and the question of technology and 

human rights. Here is my interview with Habib.
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Learn from other industries

Datasheets for Datasets



• No stop signs, drivers licenses drunk driving laws, 
seatbelts etc. 

• Lots of accidents 

• Crash tests done on male dummies 

• Studies show that accidents disproportionately 
affected women
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Automobile

Datasheets for Datasets



Court opinion and news paper editorials on whether 
it was evil
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Automobile

Datasheets for Datasets



• Used to be illegal 

• Illegal experimentation on vulnerable populations 

• Women were not required to be part of clinical 
trials until recently 

• Study shows that 8-10 drugs that were pulled from 
circulation between 1997-2001 disproportionately 
affected women
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Clinical Trials

Datasheets for Datasets
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Key Lessons

Datasheets for Datasets

It took many years for standards to be placed and 
we are still suffering consequences from bias in 
automobile design and clinical trials
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Key Lessons

Datasheets for Datasets

We should learn from other industries while 
thinking about standardization/documentation
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Key Lessons

Work on fairness accountability and transparency 
does not just involve intellectual interesting 
mathematical formulations. If you do not do 
anything in practice to ease the burden on the 
*subjects* of your research, consider reading about 
the term *helicopter science* 
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Datasheets for Datasets

Questions?


