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What is RL



Reinforcement learning Is a paradigm for learning to make a good
seguence oOf decisions



Reinforcement Learning in Context

Supervised Reinforcement Unsupervised

Learning Learning Learning

Labels for all samples Sparse & delayed labels No labels



Reinforcement Learning in Context
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Optimization Optimization Optimization
Long-term
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RL Protocol

1. An agent takes an action in an
environment

2. The environment responds with a
feedback signal

3. The agent uses the feedback to
decide on future actions




Example applications of RL

- Games — Go, video console games
Robotics — drone, mobile robot navigation
Medicine — administering trials
Dialogue systems, e.g. chatbots
Personalized web — internet ads, news feeds
FiInance — trading

Process optimization — DRAM, elevator dispatch



Example applications of RL
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Example applications of RL

+ AlphaGo

+Very recent

Combines RL with other

learning approaches

* v Cooge Dewohng

RS e s




Characteristics of RL tasks

- Interaction!
- When task requires making a sequence of decisions
- There is feedback resulting from the choice of state and/or actions

Data is in the form of trajectories
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Mathematical Formalism



Markov Decision Processes | Notation

States: § = {S7 S/} S, St_|_1
- Actions: A = {a,d'} Ay, Ay
’ TraﬂSitiOﬂ/dyﬂamiCS: PI’(St_|_1 — S, ‘ St — S, At — Cl) transition(state, action)

Feedback (reward, cost):

PI’(Rt — T St — S) reward(state)
PI’(Rt =T St — S, At — (1) reward(state, action)
PI’(Rt = T St — S, At — CZ, St—l—l — S’) reward(state, action, next_state)

Note: time Is usually assumed to evolve In discrete steps

12



Markov Decision Processes | Building Blocks

Return: the sum of rewards accumulated G = Ry1o + Rix1+, ..., +RitH

Discounting: future rewards are worth less than current ones

G=7"Riyo+7v Rey1+, .., +7Y" Revg = ZWth k1 v € (0,1
k=0

Policy : a prescription for actions w(s) w:8xA— (0,1

- Value of a state: V™ (s) = E |G | S; = s

- State-value function (Q-function): Q7 (s,a) = E.[G | S; = s, A = q




Markov Decision Processes | Prediction

How to estimate the value of a policy:
Monte Carlo — average the values of states as the agent visits them.
For infinite samples (state visitation) converges to the true value

Dynamic programming — exploits the recursive relation between
successive state values, V™ (s) V7™(s')

Backup values from future states to the present state.

VT(s) =E R +YV™(s") | Sy = s, A = a,Si11 = 5]
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Markov Decision Processes | Assessment/Evaluation

- Glven two policies, w1, 72
- Policy 1 is better than policy 2 iff V™ (s) > V™(s) VseS
- \What is the best/optimal policy?

- Has corresponding to the optimal value and Q functions,

V*(s) = max V7™ (s) Q" (s,a) = max Q" (s, a)

mell mell

. Extract policy from value or Q-function #*(s) = arg max Q" (s,a)
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Additional RL Terminologies

+  EpiIsodic vs continuous
+ On-policy vs off-policy

-+ Greedy — take the action providing maximum gain
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Markov Decision Processes | Model-based vs Model-free

Model-based: Collect data and learn reasonable approximations of T and R
then apply value iteration to find the optimal value function, from which the
policy to use Is then extracted.

Model-free: Directly estimate the value function or the optimal policy.
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Planning & Learning



Markov Decision Processes | Planning (1)

- Given a full MDP model, find the optimal policy (or value function)

+Value Iteration algorithm

Repeat
A<+ 0
For each s € o:
v+ V(s)
V(s) < max, ) o .p(s',7]s,a) 4+ 4V (s')]
A +— max(A, |v—V(s)])

until A < 6 (a small positive number)
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Markov Decision Processes | Planning (2)

- Q-learning: A model free way to find the optimal policy

Initialize (s, a),Vs € 8,a € A(s), arbitrarily, and Q(terminal-state,-) = 0
Repeat (for each episode):
Initialize S
Repeat (for each step of episode):
Choose A from S using policy derived from @ (e.g., e-greedy)
Take action A, observe R, S’
Q(S,A) «+— Q(S,A) + oz[R + vymax, Q(S’,a) — Q(S, A)}
S+ 5

until S 1s terminal
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Markov Decision Processes | Exploration-Exploitation

- Actions determine which states the agent ends up.
- Trying actions already known to lead to ‘good’ states — exploitation

- Occasionally trying new actions to potentially end up in new states —
exploration

Exploration gathers new data while exploitation maximizes earnings

- \When to stop exploring?
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Markov Decision Processes | Reward Learning

Inverse reinforcement learning

Recover an expert agent’s reward function from traces of its behavior (state,
action trajectories)

Imitation learning

+ Assume that an expert agent Is acting optimally, replicate its behavior.
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L arge scale



Markov Decision Processes | Large Models

In large state and/or action spaces e.g. continuous domain, we use function
approximation to represent the value or Q-functions.

- Choice of function approximation method is crucial
RBFs, PVES, Neural networks, etc

Deep Q networks — use a neural network to approximate Q-function, plus a
few more tricks (experience replay, etc)

24



Going further



Reinforcement Learning | Beyond MDPs

- POMDPs

+ Models for uncertainty in observation (states) and control (actions)
- SMDPs

- Additional abstraction over states and actions

* Hierarchy

+ Bandits — essentially an MDP with a single state.
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VWhat next



RL Software | Getting Started

* Environment,
+ Examples: Gym https://gym.openai.com
- Algorithms

- VI, Pl, TD, Monte Carlo — common implementations found on github.
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